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Approach

Model

proc overtake(V, W) Observations

behind(V, W)?; at time 0: pos(A) = (10, —2)
leftLaneChange(V); at time 1: pos(A) = (25, —2)
wait for behind(W,V); at time 2: pos(A) = (40, 0)
right LaneChange(V)

Set of programs that
explain the observations.
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Programs

proc leftLaneChange(V)

pick v € {4°,6°,...,12°} do
setY aw(V,~)

""" ’ éé’;;;x:;x endpick;
onRightLane(V) 7,
% time passes indefinitely
setY aw(V,0°);
onLeftLane(V)?

endproc
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Programs
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Time and Continuous Change
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different points in time
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Time and Continuous Change

From temporal sequential Golog:

time(A(Z, 7)) =71

start(do(a, s)) = time(a)
From cc-Golog:

o[s, 7] evaluate ¢ in s at time 7

als, 7] append new time parameter

e.g. jumpls, 7] = jump(7)

10 /26
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Time and Continuous Change

Discussion
00

primitive action monotonicity

Trans(aﬁé, y=d= Nil/

3.7 > start(s) A
constrains 7 further Poss(als,7],s) A

advance to time 7 s’ =do(als, 7], s)

~_

Poss(waitFor(p,7),s) = ¢[s, 7]
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Multiple Agents

Multi-agent: o1 || ... || o5, explains observations?

actor 1 actor n
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Multiple Agents

Multi-agent: o1 || ... || o5, explains observations?

actor 1 actor n

Concurrency as in ConGolog:

Trans(oy || 09,5,6,8') =38 . Trans(o1,s,8,8) N6 =8| ooV
38" . Trans(oz, 8,0, ) Nd =0y || &
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Hypothesis: driving straight? Likely
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Observed trace + model trace + weighted lateral tolerances
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Robustness
> Tolerances by stochastic actions

Choice(B, «) and proby (S, «, s) — [0,1]
Rate situation by reward user-supplied

v

r(s) = R
» Rate program by estimated reward

value(r,o,s) — R

v

Nondeterminism — choose best alternative:

1. Decompose o into (7;6) action
2. Find best (7;9) amongst all decompositions
3. Execute v
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Robustness: Decomposition

Discussion
00

next atomic

input —ﬁ \V F, remainder

Next(a,7,0)

Like T'rans without execution, e.g.:

Next(a,v,0) =v=aANd = Nil

Next(oy|02,7,0) = Next(o1,7,9) V Next(oa,7,0)
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Robustness: Transition

transPr(r,0,s,0,8) =p =
if 3151,81. Next(o,y1,61) A
(V’YQ,52 .Next(o,7v2,02) D decomposition 1; d1 is optimal
value(r, (y1;01), 8) > value(r, (72; d2), 3))
then (if 6 = &, then p = transAtPr(r,v1,01,s,5') else p = 0)
else p=20

execute vy
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Robustness

Why decomposition? Decision theory + concurrency

Trans recursively follows syntax tree
~> does not know “what comes after”
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Robustness

Why decomposition? Decision theory + concurrency

Trans recursively follows syntax tree
~> does not know “what comes after”

Program decomposition

~» full remaining program is always known
~» can resolve nondeterminism with remainder in mind
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Robustness: Atomic Complex Actions

atomic(a;b) || ¢ 26 do(la,c,bl, So)
~  do(la,b,c],So)
~  do([c,a,b],So)
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Plan Recognition by Program Execution

Plan recognition. ..
> as satisfiability
> by iterative filtering of allConsist Plans

> by program execution
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Execution of observe(r, ¢) means ¢ was observed at time 7
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Online Heuristic

1. New observation (7, ¢) present:

8" =6 || observe(r, ¢)

merge observation
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Online Heuristic

1. New observation (7, ¢) present:

8" =6 || observe(r, ¢)

merge observation

N

. Enough observe actions buffered:
p' =p-transPr(r,d,s,0 )

. resolves nondeterminism
3. Reiterate.
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Approach Summary

Model

proc overtake(V, W) Observations

behind(V, W)7; at time 0: pos(A) = (10, -2)
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Observation Program 6
Candidate programs of

the form
il o
for n actors.

0bs.(0,pos(A) = (10,-2)) ||
obs.(1,pos(A) = (25,-2)) ||
0bs.(2, pos(A) = (40,0)) |

Model | [
proc overtake(V, W) Observations
behind(V, W)?; at time 0: pos(A) = (10, -2)
leftLaneChange(V); o1 H . H oy || 0 at time 1: pos(A) = (25, —2)
wait for behind(W,V); at time 2: pos(A) = (40,0)
right LaneChange(V')
h'd

Set of programs
with confidences
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Evaluation

» Prototype in ECLiPSe-CLP
» Sampling
» Linear constraint solver

for equations from waitFor, observe
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Demo

cautious aggressive

Video #1  Video #2
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Conclusion

Plan Recognition by Program Execution

Accomplishments Features
v Flexible timing » Keeps it simple
v Continuous change » Sensor noise
v Multi-agent » Efficient

v Robustness
Model simplifies world

Sensor noise
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User Guarantees

The axiomizer must guarantee:

D = Choice(B,a) A (31 .7 > start(s) A Poss(afs, T],s)) D
proby(B,a,s) >0

D = (3. Choice(B, ) A IT. T > start(s) A Poss(a[s,7],s)) D
Z probg(ﬁ,a,s) =1
{a| Choice(B,a) A

3. 7>start(s) A
Poss(afs,],8)}

D E=Vp.3f .Va.Choice(B,a) D (3i)f(i) = o

3/16
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Robustness: value

value(r,0,50) > 3%

do([all, a21}7 So), r=3

do(la1, azsl, So),r =

T

do([alg, (122] S())

do([a13, az1], So),r = 2

do([a1s, as], So),r = 2
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Robustness: value

value(r,o,Sp) > 3

do([a11,a21],50),r =3

do([a11, a22], So),r =2
: do([a12, a21), So), r = 10

do([a12, az], Sp),r =0

dO([(l]g,az]]7 So)7 r=2

dO([alg, a22]7 So)7 r=2
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Robustness: value

value(r,a,Sy) > 31

P=3 do([a11, a], So), r

d

y

do(la11, azl, So),r =

do([alg, (1,21]., So), r=10

V

do([a12, ag], So),r =0

do([a13,a21],S0),r =

do([a13, as], So),r = 2

VAVAY
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Robustness: value

value(r,o,Sp) = 3

[exl[en

1
2

do([a11, a21],S0), r =3 )
do([a11, ass], Sp), r =2 >

dO([QIQ,(IQl],SU),f: 10 >
do([a12, aga], So),r =0 )

do([a13, az1], So),r = 2
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Robustness: value

Best(r,0,s) £VP. (Vs',s" . P(s"Y ANP(s") D' £ s") D

Z p-r(s’) <r(s

{(p,s’) | 36 . transPr*(r,0,s,8,s')=p A
p>0AP(s')}

def
value(r,o,8) = E p-r(s)
{(p,s’) |36 . transPr*(r,0,s,8,s')=p A
p>0A Best(r,5,s") A
—3s",8 . transPr*(r,0,s,8,s")>0 A
Best(r,8,s"")Ns"'Cs'}
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Robustness: Next

Next(Nil,v,0) = False
Next(a,v,0) =v=aAd = Nil
Next(B,7,0) =~v=pANd = Nil
Next(¢p?,7,0) =~v=¢? Ad = Nil
0) = 3Jx. Next(ol,,0)
d) = Next(o1,7,0) V Next(oa,7,9)
§) = o} . Next(o1,7,01) ANd = 01309 V
MaybeFinal(o1) A Next(oa,7,0)
Next(oy || 02,7,6) = o] . Next(o1,v,01) NS =0 || o2V
Joly. Next(og,7y,05) Nd = o1 || ob
Next(c*,v,6) = 3o’ . Next(o,v,0') N6 = o';0*

Next(mv. 0,7,
Nemt(o—l ‘ 02,7,
Next(o1; 09,7,
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Robustness: MaybeFinal

MaybeFinal(Nil) = True
MaybeFinal(a) = False
MaybeFinal(8) = False
MaybeFinal(¢?) = False
MaybeFinal(mv.o) = 3x. MaybeFinal (o))
MaybeFinal(oy | 02) = MaybeFinal(o1) V MaybeFinal(o3)
MaybeFinal(o1;02) = MaybeFinal(o1) A MaybeFinal(o2)
MaybeFinal(o || 02) = MaybeFinal(o1) AN MaybeFinal(o2)
MaybeFinal(c™) = True

8/ 16
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Robustness: transAtPr

transAtPr(r,a,6,s,8) =p=
if 3.7 > start(s) A Poss(a[s, 7],s) A s’ = do(als, 7], 5)

thenp=1lelse p=0

9/ 16
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Robustness: transAtPr

rest program
transAtPr(r,a,6,s,8) =p=
if 37,7 > start(s) A Poss(a[s, 7],s) A s’ = do(a[s, 7], s) A
(vr',s" . 7' > start(s) A Poss(als,7'],s) A s" = do(a[s,7'],5) D
value(r,8,s") > value(r, d, s"))

thenp=1lelse p=0

choose r-maximizing 7
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(vr',s" . 7' > start(s) A Poss(als,7'],s) A s" = do(a[s,7'],5) D
value(r,8,s") > value(r, d, s"))

thenp=1lelse p=0

choose r-maximizing 7

transAtPr(r,3,0,s,8) =p = o outcome of 3
if Ja, p’ . Choice(B, a) A prob. of outcome «
transAtPr(r,a, 6, s,8') - probo(B,a,8) =p' Ap' >0
then p=p' else p =0
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Robustness: transAtPr

rest program
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(vr',s" . 7' > start(s) A Poss(als,7'],s) A s" = do(a[s,7'],5) D
value(r,8,s") > value(r, d, s"))

thenp=1lelse p=0

choose r-maximizing 7

transAtPr(r,3,0,s,8) =p = o outcome of 3
if Ja, p’ . Choice(B, a) A prob. of outcome «
transAtPr(r,a, 6, s,8') - probo(B,a,8) =p' Ap' >0
then p=p' else p =0
transAtPr(r,¢?,8,s,8) =p=
if o[s] A\s’ = s then p=1else p=0.
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Robustness: transPr

transPr(r,0,s,0,8) =p =
if 341,01 .Next(o,v1,61) A
(V72,02 . Next(o,v2,82) D decomposition 71; 41 is optimal
value(r, (y1;01), 8) > value(r, (72; 02), s))
then (if 6 = &, then p = transAtPr(r,v1,01,s,5') else p = 0)
else p=20

execute vy
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Robustness: transPr and Trans

different configurations

new semantics old semantics
DUCUC | (36,8 )Trans(o, s, 0, s')D/)

(36,5, p)(transPr(r,0,s,6,s') = p A
(p>0Vr(s)=0))

DuCUCl | transPr(r,0,s,6,8') > 0D Trans(o,s,d,s')

~_

same configurations
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Robustness: transPr*

def
transPr*(r,0,s,8,8) =p =

if 3p' . Vf. (V¢ 01,50 f(r,01,50,01,80) =1) A
(Vr', 01,61, 02, 50, 51, 52, P1, P2 -
p1> 0N f(r,01,50,01,81) = p1 A
po > 0 AtransPr(r', 01, 51,09, 82) = pa D
[, 01, 50,02, 82) = p1-p2) D
f(r,o,8,6,8) =19
then p=p' else p =0
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Robustness: Final

Final(r,0,s) = MaybeFinal(c) A

value(r, Nil, s) > value(r, o, s)
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Robustness: doPr*

Formulas
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def

doPr(r,0,s,8) =p=
if I . transPr*(r,o,s,8') = p A Final(r,0,s") A
(Vs")(s C s" A s" € s’ D =Final(r,0,s"))
then p=7p' else p=0

14 / 16
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Atomic Complex Actions: Semantics

Next(atomic(o),,d) = v = atomic(o) A6 = Nil.

Neat'(d,7,8) S VP. (Vo',~',0" . Next(o',+',8") D P(c’,7',0")) A
(Vo' 0", ', 4", 8, 8".
P,y , 6"y Ny = atomic(c”) A
Next(a”;0',4",8") D
P+, 5//)) S
P(0,7,6) A (Vo')y # atomic(o”)
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Atomic Complex Actions: Plan Recognition

Observations:

Candidate program: » 71 =1: ¢1 = "db cons.”
» Make db inconsistent at 79 = 2 > 79 = 2: ¢o = “db incons.”
» Regain consistency at 73 = 2 > 73 = 2: ¢3 = “db cons.”

Is (72, ¢2) observable? No!

Inconsistent situation has timespan zero

16 / 16



Bibliography References Formulas
0000000000000e

Atomic Complex Actions: Plan Recognition

Observations:

Candidate program: » 71 =1: ¢1 = "db cons.”
» Make db inconsistent at 79 = 2 > 79 =2: ¢o = “db incons.”
> Regain consistency at 73 = 2 > 73 =2: ¢3 = "“db cons.”

Should observe(rs, ¢2) be executable? No! But it is!

ol (...

atomic(observe(ta, ¢2); wait For(now > 13));

)

16 / 16
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